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ABSTRACT

We construct from Gaia eDR3 an extensive catalog of spatially resolved binary stars within ~ 1 kpc of the Sun, with projected
separations ranging from a few au to 1 pc. We estimate the probability that each pair is a chance alignment empirically, using the
Guaia catalog itself to calculate the rate of chance alignments as a function of observables. The catalog contains 1.3 (1.1) million
binaries with >90% (>99%) probability of being bound, including 16,000 white dwarf — main sequence (WD+MS) binaries and
1,400 WD+WD binaries. We make the full catalog publicly available, as well as the queries and code to produce it. We then use
this sample to calibrate the published Gaia DR3 parallax uncertainties, making use of the binary components’ near-identical
parallaxes. We show that these uncertainties are generally reliable for faint stars (G > 18), but are underestimated significantly
for brighter stars. The underestimates are generally < 30% for isolated sources with well-behaved astrometry, but are larger
(up to ~80%) for apparently well-behaved sources with a companion within < 4 arcsec, and much larger for sources with poor
astrometric fits. We provide an empirical fitting function to inflate published o values for isolated sources. The public catalog
offers wide ranging follow-up opportunities: from calibrating spectroscopic surveys, to precisely constraining ages of field stars,

to the masses and the initial-final mass relation of white dwarfs, to dynamically probing the Galactic tidal field.
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1 INTRODUCTION

About half of all solar-type stars are members of binary systems, and
a majority of these are so widely separated that the two components
never interact (e.g. Moe & Di Stefano 2017). With orbital periods
ranging from ~10 to ~ 108 years, most of these binaries can in
some sense be viewed as clusters of two: the components formed
from the same gas cloud and have orbited one another ever since.
They thus have essentially the same age, initial composition, and
distance, but generally different masses and occasionally different
evolutionary phases. This makes wide binaries useful for calibrating
stellar models as well as spectroscopic and astrometric surveys.

At angular separations greater than about one arcsecond, wide
binaries are easily resolvable as two point sources. Distinguishing
physically bound binary stars from chance alignments (“optical dou-
bles”) has been a long-standing challenge for binary star astronomy.
Indeed, the first systematic binary star catalog was constructed under
the assumption that all close pairs were chance alignments (Her-
schel 1782), an assumption that was only shown to be incorrect two
decades later (Herschel 1803).

For bright binaries at close angular separations, chance alignments
can be excluded probabilistically. However, the contamination rate
from chance alignments increases at wider separations and fainter
magnitudes. Inclusion of proper motion data can aid the selection of
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genuine binaries, in which the two stars have nearly identical proper
motions (e.g. Luyten 1971, 1979; Salim & Gould 2003; Chanamé &
Gould 2004; Dhital et al. 2010). Many wide binary searches have
specifically targeted high-proper motion stars, which have fewer
phase-space neighbors that can be mistaken for binary companions.
If available, parallaxes and radial velocities are also useful for dis-
tinguishing binaries from chance alignments (e.g. Close et al. 1990;
Andrews et al. 2017).

Prior to the Gaia mission (Gaia Collaboration et al. 2016), useful
parallaxes for this purpose were only available for (relatively) small
samples of nearby and bright stars. Gaia DR2 (Gaia Collaboration
et al. 2018) dramatically expanded the sample of stars with well-
measured parallaxes and proper motions, enabling the construction of
unprecedentedly pure and extensive wide binary samples. El-Badry
& Rix (2018, hereafter ER18) searched Gaia DR2 for pairs of stars
within 200 pc of the Sun with parallaxes and proper motions consis-
tent with being gravitationally bound, and projected separations of
up to 50,000 AU (0.24 pc). Their catalog prioritized purity over com-
pleteness, and thus imposed relatively strict cuts on astrometric and
photometric quality and signal-to-noise ratio (SNR). This resulted in
a catalog of ~ 55, 000 binaries with an estimated contamination rate
of ~ 0.1%.

Using the same basic strategy but less stringent cuts on astrometric
SNR, Tian et al. (2020) extended the ER18 binary search to larger
distances (d < 4kpc) and wider separations (s < 1pc). This pro-
duced a substantially larger sample of ~ 800, 000 binary candidates,
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but with a higher contamination rate: chance-alignments dominate
their catalog at s > 20, 000 au, though higher-purity subsamples can
be selected by imposing stricter cuts on astrometric SNR. Their cat-
alog contained 325,000 binaries with s < 20,000 au; it is expected
to be reasonably pure in this separation regime.

Another binary catalog was produced by Hartman & Lépine
(2020), who combined Gaia DR2 astrometry with a catalog of high-
proper motion stars not contained in Gaia DR2. In order to reduce
contamination from chance alignments, they limited their search to
binaries with proper motions larger than 40 mas yr~!; this translates
to a distance limit of order 200 pc for typical stars in the Galactic
disk, but to a larger search volume for stars on halo-like orbits with
large tangential velocities. Their primary binary catalog contains
~ 100, 000 binary candidates, with projected separations as large as
10 pc.

In this paper, we use Gaia eDR3 data (Gaia Collaboration et al.
2020a) to further expand the sample of known wide binaries. Com-
pared to DR2, eDR3 astrometry is based on a ~1.5 X longer time
baseline. This yields significant improvements in parallax and espe-
cially proper motion uncertainties. For example, the median uncer-
tainties in parallax and pmra (one-dimenstional proper motion) at
G = 18 have respectively improved from 0.165 mas to 0.120 mas,
and from 0.280masyr~! to 0.123 masyr~! (Lindegren et al. 2018,
2020b). Improvements at the bright end are more significant, due to
better handling of systematics; i.e., at G = 13, the median parallax
uncertainty decreased from 0.029 mas to 0.015 mas. This improved
astrometric precision allows us to distinguish bound binaries from
chance alignments to larger distances and wider separations than
was possible with DR2. Our approach is a compromise between the
strategies adopted by Tian et al. (2020) and ER18. Like Tian et al.
(2020), we search out to wide separations and relatively low astro-
metric SNR, so that at wide separations and faint magnitudes, the
full catalog is dominated by chance alignments. However, we also
empirically estimate and assign each binary a probability that it is a
chance alignment, making it straightforward to select pure subsets of
the catalog.

The remainder of the paper is organized as follows. In Section 2, we
describe how our binary candidate sample is selected and cleaned.
Section 3 describes how we quantify the contamination rate from
chance alignments and estimate the probability that each binary can-
didate is bound. Section 4 details basic properties of the catalog and
a cross-match with the LAMOST survey. In Section 5, we use the
binary sample to validate the Gaia eDR3 parallax uncertainties. We
summarize and discuss our results in Section 6. The public catalog
is described in Section 7. Details about the calculation of chance-
alignment probabilities are provided in the Appendix.

2 SAMPLE SELECTION

To reduce contamination from chance alignments, we limit our sam-
ple to pairs in which both components have moderately precise as-
trometry. We retrieved from the Gaia archive all sources with paral-
laxes greater than 1 mas (corresponding to a nominal distance limit
of 1 kpc, which in reality is blurred due to parallax errors), fractional
parallax uncertainties less than 20%, absolute parallax uncertainties
less than 2 mas, and non-missing G—band magnitudes. This was
achieved with the following ADQL query:

e

select
from gaiaedr3.gaia_source
where parallax > 1
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and parallax_over_error > 5
and parallax_error < 2
and phot_g_mean_mag is not null

The query returns a total of N = 64,407, 853 sources, corresponding
to N(N + 1)/2 ~ 2 x 103 possible pairs. Of these, we consider as
initial binary candidates all pairs that satisfy the following:

e Projected separation less than I parsec: the angular separation
between the two stars, 6, must satisfy
(!

< 206.265 x — (1
arcsec mas

where @ is the parallax of the star with the brighter G magnitude.
The maximum search radius of 1 pc (corresponding to an orbital
period of ~ 108 years) is chosen because a vanishingly small number
of bound binaries are expected to exist at separations wider than this,
where the Galactic tidal field becomes comparable to the gravita-
tional attraction of the two stars (e.g. Binney & Tremaine 2008). The
separation beyond which the Galactic tidal field dominates a binary’s
internal acceleration is called the Jacobi radius. In the Solar neigh-
borhood, it is given by rj ~ 1.35pc X (Miot/Mo), Where Mo is
the total mass of the binary (Jiang & Tremaine 2010). At separations
slightly below r;, binaries are efficiently disrupted by gravitational
perturbations from objects such as other stars and molecular clouds
(e.g. Weinberg et al. 1987).

e Parallaxes consistent within 3 (or 6) sigma: the parallaxes of
the two components, @ and @,, must satisfy

2 2
|| — @] < b,[(rw’1 +O o ?2)

where 04 ; is the parallax uncertainty of the i-th component, and
b = 3 for pairs with 6 > 4 arcsec, or b = 6 for pairs with 6 < 4
arcsec. The less stringent cut at 6§ < 4 arcsec is adopted because
the chance alignment rate there is low and parallax uncertainties are
significantly underestimated at close angular separations (Section 5).

e Proper motions consistent with a Keplerian orbit: The two stars
in a wide binary will have proper motions that are similar, but, due
to orbital motion, not identical. We require

Ap < Aptorbie + 20—A,us 3)

where Ay is the observed scalar proper motion difference, oa, its
uncertainty, and Aggpie the maximum proper motion difference ex-
pected due to orbital motion. The first two quantities are calculated
as

]1/2, @

Ap = [(ﬂz,l — 1))+ (s — ps.2)
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where A, = (uf | — b ,)* and Aps = (us,1 — ps2)? Here
“z,i = UUq,i COS 6,~: @ and & denote right ascension and declina-
tion, and o and p s, the proper motion in the right ascension and
declination directions. Following ER18, we take

0 )—1/2

3/2
Aporbit = 0.44 mas yr_l X (1) (

(6)

mas arcsec

which is the maximum proper motion difference expected for a cir-
cular orbit of total mass SM; it corresponds to a projected physical
velocity difference

s )—1/2
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where s = 1000 au x (0/arcsec) (w/ mas)_1 is the projected separa-
tion. This quantity is of course not equal to the full 3D separation,
or to the semimajor axis, a. For randomly oriented orbits with a re-
alistic eccentricity distribution, s and a usually agree within a factor
of 2 (see ER18, their Appendix B). For our purposes, it is generally
an acceptable approximation to assume a ~ s. We note that the cut
on proper motion difference removes from the sample a significant
fraction of unresolved hierarchical triples and higher-order multiples
(see Section 4.4).

We apply the cuts on projected separation, parallax difference, and
proper motion difference to all possible pairs. The projected sepa-
ration cut reduces the list of possible binaries to 1010; additionally
requiring consistent parallaxes and proper motions reduces it to 108
initial candidate pairs. A random sample of 1% of these is plotted in
the top panel of Figure 1, and their projected separation distribution is
shown in gray in Figure 2. A large majority of initial candidate pairs
are chance alignments, not genuine binaries. This is evident both
from the fact that many candidate pairs are in the Galactic bulge,
LMC, and SMC, and from the fact that their separation distribution
peaks at the widest separations (Figure 2), where true binaries are
rare.

Stars in the bulge, LMC, and SMC would ideally be excluded by the
requirement of @ > 1 and @ /o > 5 in the initial query, but a sig-
nificant fraction of sources in crowded fields have spurious parallaxes
(e.g. Fabricius et al. 2020). Most of these spurious background pairs
can be excluded by imposing astrometric quality cuts — for example,
we find that adding the requirement of astrometric_sigma5d_max
< 1 to our initial query reduces the number of initial candidates by a
factor of 10 while only removing a minority of genuine binaries'. We
opted against applying such cuts because they do remove some real
binaries, and we find that chance alignments with spurious parallaxes
can be efficiently filtered out by the cleaning described in Section 2.1.

In addition to chance alignments of background sources with spu-
rious parallaxes, our initial selection also efficiently selects members
of star clusters and moving groups, about 100 of which can be seen
in the top panel of Figure 1. These are not spurious, in the sense that
they really do contain many pairs of stars within our search volume
that are close in phase space and in some cases mutually bound (e.g.
Oh et al. 2017). However, most of them are not binaries and will
become unbound when the clusters dissolve.

2.1 Cleaning clusters, background pairs, and triples

We clean the list of initial binary candidates in several passes. First,
beginning with all the sources returned by our initial ADQL query,
we count for each source the number of phase-space neighbors that
are brighter than G = 18 and consistent with the size and velocity
dispersion of a typical cluster. We define neighboring sources as
those that satisfy the following:

e Projected separation less than 5 pc; i.e., 8 < 17.19 arcmin X
(@ /mas).

e Proper motions within 5 km s~1; this translates to a proper mo-
tion difference Au < 1.05mas yr~ ' x (w/mas), with a 20" tolerance.

I astrometric_sigma5d_max is the longest principal axis in the 5-

dimensional error ellipsoid, in mas. A large value indicates that at least
one of the astrometric parameters is poorly determined in the 5-parameter
solution. More information on this and other Gaia flags can be found in the
Gaia eDR3 data model.

A million binaries from Gaia 3

initial candidate pairs

N =112, 473,59
(1% plotted)
after cleaning

N=1,817,594

Figure 1. Sky distribution of binary candidates in Galactic coordinates. Top
panel shows a random subset of all pairs with consistent parallaxes and proper
motions. The vast majority of these are not genuine binaries. Many clusters
are visible, as well as the Magellanic clouds and inner Galaxy. These are
beyond the nominal 1 kpc search limit but enter the dataset due to spurious
parallaxes. 2nd panel shows the sky distribution after clusters, moving groups,
and resolved triples have been filtered (Section 2.1). This removes the ma-
jority of spurious background pairs. 3rd panel shows the pairs with R < 0.1
(corresponding approximately to 90% bound probability; see Section 3.2).
Some structure remains, primarily tracing dust. Bottom panel shows sources
within 200 pc, which are distributed almost uniformly on the sky.
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Figure 2. Separation distribution of binary candidates at three stages of
the selection procedure, corresponding to the top three panels of Figure 1.
Most initial candidates (gray) are chance alignments, which dominate at
s 2 3,000 au. Cleaning resolved triples, clusters, and moving groups removes
a large fraction of chance alignments (black), but they still dominate at s >
30, 000 au. The separation distribution of binaries with high bound probability
(2 90%; red; see Section 3.2) falls off steeply at wide separations.

e Parallaxes consistent within 2

2 2
2 ’O-m,l +Oo

We remove from our binary candidate list all pairs in which either
component has more than 30 neighbors as defined above. Only 6.5
million of the 64 million sources in the search sample have more
than 30 neighbors, and inspection reveals that a majority of these are
not in the search volume at all, but rather are spurious sources in the
Galactic bulge, LMC and SMC. Removing candidates containing
these sources shrinks the candidate list from 112,473,599 pairs to
2,881,543 and removes most of the obvious structure seen in the top
panel of Figure 1.

Next, we remove all overlapping pairs. That is, if either component
of a binary candidate is a member of another binary candidate, we
remove both pairs. This removes genuine resolved triples, which
are efficiently identified by our initial search (e.g. Perpinya-Valles
et al. 2019) and are not rare (Tokovinin 2014). It also removes some
additional chance alignments. This cut shrinks the candidate sample
from 2,881,543 to 1,918,362.

Finally, we search for members of small clusters or moving groups
not removed in the first pass. Adopting the phase-space coordinates
of the brighter component of each pair as representing the pair, we
count the number of neighboring pairs for each candidate, defined
using the same three criteria used when counting neighboring sources
(without any magnitude cut). We reject all candidates that have more
than 1 neighboring pair, shrinking the sample from 1,918,362 to
1,817,594.

It is important to note that some real binaries will be removed
during the filtering of resolved triples, clusters, and moving groups.
In regions of high stellar density, a distant tertiary candidate that is
really a chance alignment can cause a genuine binary to be rejected
as a triple. Similarly, some bound binaries do exist within clusters,
and these will all be rejected. An upper limit of ~ 15% can be set on
the fraction of true binaries lost during cleaning by comparing the
gray and black histograms in Figure 2 at close separations; this is an
upper limit because some of the pairs removed at close separations are
genuinely members of resolved triples, moving groups, and clusters.

sigma; i.e., Aw <
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The binary candidate sample after removal of resolved triples and
suspected cluster members is shown in the 2nd panel of Figure 1
and with the black histogram in Figure 2. This is the catalog pub-
lished along with this work; it contains both high-confidence binaries
and pairs that are very likely chance alignments. The contamina-
tion rate from chance alignments increases rapidly with separation
(Section 3), while the true binary separation distribution decreases
monotonically over the range of separations to which we are sen-
sitive (e.g., ER18). The separation at which the number of binary
candidates per dex of separation begins to increase (log(s/au) ~ 4.5
for the black histogram in Figure 2) thus marks the separation at
which chance alignments begin to dominate the full sample. That is,
when considering the full catalog, a majority of binary candidates
with s > 30,000 au are chance alignments. It is, however, possible
to select subsets of the catalog that are free of chance alignments out
to much wider separations; see Section 3.

We define the “primary” and “secondary” components, denoted
“1” and “2”, as the component with the brighter and fainter G mag-
nitude, respectively. Both components are on the main sequence in a
majority of binaries; in these cases, the “primary” is generally also
the more massive component. For binaries containing white dwarfs,
the secondary will often be more massive than the primary.

3 CHANCE ALIGNMENTS

The contamination rate from chance alignments depends on a variety
of factors, including angular separation, parallax and proper motion,
their respective uncertainties, and the local source density. We use
two complementary approaches to constrain the chance alignment
rate for different subsets of the catalog.

First, we repeat our binary selection procedure on the GeDR3mock
catalog produced by Rybizki et al. (2020). This catalog is built on
a realization of the Besangon model of the Milky Way (Robin et al.
2003) produced with Galaxia (Sharma et al. 2011). It contains no
binaries, so by construction all binary candidates selected from the
mock catalog are chance alignments. It does, however, contain a re-
alistic population of open clusters, a variety of stellar populations,
an approximation of the Gaia eDR3 selection function, and realistic
astrometric uncertainties. We repeat the full binary selection process
described in Section 2 on the mock catalog, including filtering of
clusters and resolved triples. We remove pairs with angular separa-
tions # < 0.5 arcsec by hand, because the Gaia eDR3 sensitivity
drops precipitously at closer separations (Fabricius et al. 2020), and
this is not accounted for in the mock catalog. The separation distri-
bution of candidates selected from the mock catalog is shown in the
left panel of Figure 3.

Second, we produce an empirical chance alignment sample based
on the actual Gaia eDR3 catalog, following the method introduced by
Lépine & Bongiorno (2007). Prior to selecting potential binary com-
panions to each star, we artificially shift it from its true position by
~ 0.5 degrees, increasing its reported RA by 0.5 sec(8) degrees. We
then repeat the binary search, treating each star’s shifted coordinates
as its true coordinates when searching for possible companions. This
process avoids selecting real binaries, since stars are shifted away
from their true companions, but preserves chance alignment statis-
tics, because the source density within our 1 kpc search volume does
not vary much on 0.5 degree scales. Copying and shifting the cat-
alog effectively doubles the number of possible chance alignments,
increasing the total number of pairs from N(N + 1)/2to N(N + 1),
so we retain members of the shifted chance alignment catalog with
50% probability. We again remove pairs with 8 < 0.5 arcsec. The
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Figure 3. Two methods for estimating the contamination rate from chance alignments. Left panel compares the separation distribution of binary candidates
(black) to that of candidates selected from the eDR3 mock catalog (Rybizki et al. 2020; cyan), which contains no true binaries. Right panel compares the same
binary candidates (black) to the separation distribution of candidates when stars are artificially shifted 0.5 degrees from their true positions when selecting
candidate companions (orange; by construction, these are not true binaries). Both methods show that chance alignments dominate the full catalog at wide
separations (s 2 30, 000 au, where the separation distribution begins to increase), but true binaries dominate at closer separations.

separation distribution of chance alignments produced in this way is
shown in the right panel of Figure 3.

The two methods predict similar chance alignment rates. At wide
separations (log(s/au) > 4.5 for the full catalog), the number of
chance alignments is similar to the number of pairs in the binary
candidates catalog. In this regime, most candidates are chance align-
ments. Not surprisingly, chance alignments begin to dominate at the
separation where the binary candidate separation distribution begins
to increase. The number of chance alignments per logarithmic sepa-
ration interval increases steeply with separation: there are 100 times
more chance alignments with 5 < log(s/au) < 5.1 than there are
with 4 < log(s/au) < 4.1. This is a consequence of the larger avail-
able area for background stars to be found in at wider separations. At
fixed distance, the area in which chance alignments can appear scales
as ~ 2xs ds. At wide separations, the chance alignment distributions
thus scale as dN/dlog s ~ s2. This scaling does not hold exactly, in
part due to small-scale clustering and in part due to the less strin-
gent parallax consistency required at small angular separations, but it
provides a good approximation to the chance alignment rate at wide
separations (log(s/au) > 4).

We use the “shifted” chance alignment catalog in the rest of our
analysis, because we find that it reproduces the separation distribution
of binary candidates in the large-separation limit somewhat more
reliably than the mock catalog.

3.1 Chance alignment rate for subsets of the catalog

Although chance alignments dominate the full sample at s >
30,000 au, it is possible to select subsets of the catalog that are
free of chance alignments out to wider separations. This is illustrated
in Figure 4, which shows the separation distributions of various
subsets of the binary candidate and the shifted chance alignment
catalogs. As expected, the chance alignment rate at fixed separation
is lower for samples with high galactic latitude, bright component
stars, small fractional parallax errors, large space velocities, or large
proper motions. Nevertheless, it is challenging to select any subset

that remains pure beyond s ~ 10%au (~ 0.5 pc) without also dra-
matically reducing the sample size. We make the catalog of shifted
chance alignments publicly available in order to facilitate estimation
of the chance alignment rate in various subsamples of the catalog.

3.2 Estimating chance alignment probabilities

As illustrated in Figure 4, chance alignments and true binaries are
found in different, but overlapping, regions of parameter space. We
estimate the probability that a particular binary candidate is bound
by comparing, at its location in parameter space, the local density
of binary candidates and that of chance alignments from the shifted
catalog. The process is described in detail in Appendix A. The “den-
sities” are evaluated in a seven-dimensional space using a Gaussian
kernel density estimate (KDE). The dimensions are (1) angular sepa-
ration, (2) distance, (3) parallax difference uncertainty, (4) local sky
density, (5) tangential velocity, (6) parallax difference over error, and
(7) proper motion difference over error. We re-scale these quantities
to all have similar, order-unity dynamic range before fitting KDEs to
both the binary candidate and the chance alignment distributions.
We denote the KDE-estimated density of chance alignments at
a point X in the 7-dimensional parameter space as Nchance align (%),
and that of binary candidates as N andidates (X)- The latter quantity
is expected to be the sum of the chance-alignment and true binary
densities. We then calculate the ratio of these two quantities,

R (2) = Nchance align (2) /Ncandidates (3?) . (8)

This ratio approximately represents the probability that a binary
candidate at position X is a chance alignment, so selecting only can-
didates with small R is an efficient method for eliminating chance
alignments. R is not strictly a probability — for example, it is not
strictly less than one (Figure 5) — but it is a serviceable approxima-
tion for one. We calculate R values for all members of the binary
candidate and chance alignment catalogs.

Figure 5 (left) shows the distribution of R values for both catalogs.
There is a narrow population of binary candidates with R near zero;

MNRAS 000, 1-26 (2021)
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Figure 4. Contamination rate from chance alignments in various subsets of the catalog. Black histograms show binary candidates. Orange histograms show a
catalog of chance alignments constructed by shifting stars 0.5 degrees when selecting candidate binaries. It contains no real binaries, but it has similar chance
alignment statistics to the true binary candidates catalog. For the set of cuts illustrated in each panel, the vertical dashed line shows the widest separation at which
there are more than 2x the number of binary candidates as chance alignments. Ngooq is the number of binary candidates in that subset closer than this separation.
Panels show the full catalog, high galactic latitudes, binaries with both components brighter than G = 15, precise parallaxes at high Galactic latitudes, high
tangential velocities (e.g. halo-like orbits), WD+MS and WD+WD binaries, and high-proper motion pairs.

these are objects that have a high probability of being bound. There is
asecond population of candidates with R ~ 1; these objects are likely
chance alignments. The separation distributions of binary candidates
with R below several thresholds are shown in the right panel of Fig-
ure 5. As expected, the vast majority of binary candidates with close
separations (log(s/au) < 4) have low R values, indicating a high
bound probability. At wider separations, the separation distribution
of high-probability binaries falls off precipitously. We emphasize that
this drop-off is steeper than that of the separation distribution of all
binaries, because for a low R threshold, more true binaries will be

MNRAS 000, 1-26 (2021)

excluded from the high-confidence sample than chance alignments
will be included in it.

We validate the use of R as a proxy for the chance-alignment prob-
ability in Figure 6, which compares the Gaia DR2 radial velocities
(Sartoretti et al. 2018; Katz et al. 2019) of the two components of
candidates in which both stars have measured RVs. We only plot
candidates in which both components have ogy < 10kms™! and
the separation is wider than 50,000 au, where the full catalog is
dominated by chance alignments. One expects the RVs of the two
components to be similar for genuine wide binaries. For chance align-
ments, the RVs of the two components should be drawn from a broad
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distribution with width comparable to the local velocity dispersion
of the Galactic disk, and thus they will generally be inconsistent. For
the full sample, there are indeed plenty of pairs with obviously in-
consistent RVs, as chance alignments dominate at wide separations,
even for bright pairs (e.g. Figure 4). Red points in Figure 6 show
binaries with R < 0.1. As expected, these pairs all have RVs close to
the one-to-one line and are likely all bound. We stress that RVs are
not used in creating the catalog or calculating R values, so this re-
sult bolsters our confidence in the chance alignment ratios calculated
from the shifted catalog.

We note that only bright stars (G < 13.5) had RVs published
in Gaia DR2 (with no new RVs added in eDR3), so the fraction
of chance alignments among binaries where both components have
RVs is lower than in the full sample at the same separation. RV's for
fainter stars are compared in Section 4.5, where we take RVs from
the LAMOST survey.

In the rest of the paper, we define the “high bound probability” or
“high confidence” subset of the catalog as the subset with R < 0.1;
this corresponds approximately to > 90% probability of being bound.
This does not mean that 10% of the pairs in this subset are chance
alignments: most candidates in it have R < 0.1 (Figure 5). Interpret-
ing R as the probability that a given pair is a chance alignment, we
estimate that 4,600 of the 1.26 million candidates with R < 0.1 are
chance alignments (0.4%). For R < 0.01, the same fraction is 870
out of 1.15 million (0.08%). We make the full candidate catalog and
R values available, including pairs that are likely chance alignments.

4 BASIC PROPERTIES OF THE CATALOG

Basic properties of the binary catalog are shown in Figure 7 and listed
in Table 1. Only the high-confidence pairs (R < 0.1) are shown.
Following ER18, we classify stars as white dwarfs (WDs) or main-
sequence (MS) based on their position in the Gaia color-absolute

Classification  Ncandidates Ng<o.1  Description

MSMS 1,412,903 877,416  both MS

WDMS 22,563 16,156  one WD, one MS
WDWD 1,565 1,390  both WD

MS?? 378,877 360,180  one MS, one no colors
WD?? 646 547  one WD, one no colors
2777 1,040 711  both no colors

Total 1,817,594 1,256,400

Table 1. Contents of the binary candidate catalog. All stars with measured
Ggp — Grp colors are classified as “MS” or “WD” depending whether they
fall above or below the dashed lines in Figure 8. Ncandidates 1S the number of
candidate binaries with separations up to 1 pc (black histogram in Figure 2);
Ng<o.1 is the number with high bound probability (red histogram in Figure 2).

magnitude diagram (CMD): defining Mg = G + 5log (w/100), we
classify as WDs objects with Mg > 3.25(Ggp — Grp) + 9.625;
all other stars with measured Ggp — Grp colors are classified as
MS stars. Under the ansatz that the two components have the same
distance, we use the (usually more precise) parallax of the primary,
(the brighter star) for both components when calculating Mg .

The adopted WD/MS boundary in the CMD is shown with a dashed
line in Figures 7 and 8. The boundary is not entirely unambiguous
— particularly for the WD+MS binaries, there are a few objects near
the boundary that may be misclassified — but a majority of objects
do fall clearly on the WD or MS sequences. We note that the “MS”
classification serves only to exclude WDs. The CMDs in Figure 7
show that while most non-WD stars are indeed on the main sequence,
the “MS” class also includes some giants, subgiants, pre-main se-
quence stars, and brown dwarfs. The number of binary candidates
and high-confidence binaries in each class is summarized in Table 1.

The data acquisition window for BP/RP spectrais 2.1 X 3.5 arcsec
wide, preventing colors from being measured for most close pairs
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Figure 6. Gaia RVS velocities of the components of binary candidates wider
than 50,000 au. These are not used in constructing the catalog or calculating
bound probabilities, but are useful for validation. Black points show all can-
didate binaries for which both components have ory < 10kms~!; red points
show the subset of these with R < 0.1, corresponding approximately to a
90% bound probability. These all fall close to the one-to-one line, suggesting
that they are indeed bound.

(Arenou et al. 2018). The majority of sources with a comparably
bright companion within 2 arcsec thus do not have measured Ggp —
GRp colors and cannot be classified as WD or MS stars based on Gaia
data alone. Components lacking a color measurement are denoted
“?7” in Table 1 and in the catalog. About 30% of all high-confidence
binaries have one component with unknown color; 0.05% lack colors
for both components. In 98% of cases where only one component
has a color, it is the brighter component. In many cases where no
Gaia color is available, colors from other surveys (e.g. Pan-STARRS)
should be sufficient to distinguish WD and MS components.

The catalog contains 8.8 X 10° high-confidence MS+MS bina-
ries, more than 16,000 high-confidence WD+MS binaries, and 1,390
high-confidence WD+WD binaries. Angular separations range from
0.2 arcsec to one degree. The peak of the angular separation dis-
tribution is at 1.2 arcsec. This is simply a result of the Gaia eDR3
angular resolution, since the intrinsic separation distribution falls off
monotonically with increasing separation over all separations that
are well-represented in the catalog (e.g. Duchéne & Kraus 2013).
There are 271 pairs with separations between 0.2 and 0.4 arcsec,
including 24 below 0.3 arcsec. Fabricius et al. (2020, their Figure
7) found some indication that the Gaia eDR3 catalog may contain
spurious duplicated sources at separations below 0.4 arcsec (that is,
single sources that were erroneously classified as two sources), so
it is possible that a small fraction of the closest pairs in the catalog
are spurious. We do not, however, find any increase in the angular
separation distribution at close separations, as might be expected to
arise from a population of duplicated sources.

The median magnitude of high-confidence primaries is G = 15.2,
and that of secondaries is G = 17.7. Most WDs in the catalog
are significantly fainter: the median magnitudes of primaries and
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secondaries in the WD+WD sample are 19.1 and 19.8. For WD+MS
binaries, the same values are 15.5 for the primaries (in most cases,
the MS star) and 19.4 for the secondaries. The median parallax
of the full high-confidence sample is 2.05 mas (1/@ ~ 485 pc); the
median distances for WD+WD and WD+MS binaries are 148 and 212
parsecs. Because of their closer distances, the WD+WD and WD+MS
binaries are distributed roughly uniformly on the sky. The MS+MS
sample, which extends to larger distances, bears clear imprint of
the stratification of the Galactic disk. Most of the binaries in the
sample are part of the kinematic “disk” population, with a median
tangential velocity v, = 4.74km s~ x(uior/mas yr~) (w/mas) !
35kms~!. There is also evidence of a kinematic “halo” population
with v, > 200kms~! that contains a few thousand binaries.

The WD+MS and WD+WD binaries are shown separately on the
CMD in Figure 8. On top of the WD+WD binaries, we plot WD
cooling tracks for carbon-oxygen cores with hydrogen atmospheres
(Holberg & Bergeron 2006; Kowalski & Saumon 2006; Tremblay
et al. 2011; Bergeron et al. 2011; Bédard et al. 2020). WDs cool as
they age, moving from the upper left to the lower right of the CMD.
Cooling ages are indicated with triangular symbols along the tracks,
which mark intervals of 1 Gyr. The faintest WDs in the catalog have
implied cooling ages of about 10 Gyr. 31 WD+WD binaries have
one component that falls below the 1.2M cooling track; i.e., with a
photometrically-implied mass M > 1.2M . For WD+MS binaries,
75 WDs fall below the 1.2M g cooling track. Hydrogen-atmosphere
cooling tracks are not appropriate for WDs with non-DA spectral
types, so spectroscopic classification must be obtained before masses
and ages of individual WDs can be inferred with high fidelity.

The catalog also contains about 10,000 high-confidence binaries
in which the primary is a giant (about half these giants are in the
red clump), including about 130 giant-giant binaries. These are all
quite bright (both components have G < 11). They, along with the
WD+MS binaries and the ~ 13, 000 binaries in which one component
is a subgiant, can serve as useful calibrators for stellar ages.

Massive stars are not well-represented in the catalog; there are
351 high-confidence primaries with Ggp — Grp < 1 and Mg <
0. This cut corresponds roughly to M > 3M¢, though extinction
complicates the mapping between Mg and mass. 75% of the high-
confidence MS+MS binaries have primaries with M5 between 9.5
and 3.8, corresponding approximately to 0.4 < M;/Mg < 1.3. For
secondaries, the 75% range is Mg = 11.3 — 6.4, corresponding to
0.2 < My /Mg < 0.8. The catalog also contains about 80 binaries in
which one component is likely a brown dwarf. We identify these on
the CMD as objects with Mg > 16.5 and G — Grp > 1.3; they are
all within 80 pc of the Sun and therefore are also found in the binary
catalog produced by Gaia Collaboration et al. (2020b).

A small but noticeable fraction of sources, particularly secon-
daries, are scattered below the main sequence in the CMD, between
the WDs and MS stars (bottom right panel of Figure 7). The majority
of these sources are separated from a brighter companion by only
a few arcsec; the most likely explanation for their anomalous CMD
position is thus that they are MS stars with contaminated BP/RP pho-
tometry. The majority of such sources can be filtered out using cuts on
bp_rp_excess_factor and phot_bp/rp_n_blended_transits
(e.g. Riello et al. 2020), but we refrain from employing such cuts
since they also remove a significant fraction of sources with ac-
ceptable photometry and astrometry. Some sources below the main
sequence may also be stars with spurious parallaxes or biased colors,
and a few are likely real astrophysical sources, primarily cataclysmic
variables and detached but unresolved WD+MS binaries (e.g. Abra-
hams et al. 2020; Belokurov et al. 2020).
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Figure 7. Basic properties of the high-bound probability binary sample: physical and angular separation, apparent magnitude of the primary, magnitude
difference, distance, galactic latitude, plane-of-the-sky velocity, and color-magnitude diagrams. We designate stars as white dwarfs (WDs) or main sequence
(MS; including giants) based on whether they fall below or above the dashed line in the bottom right panels. Black, blue, and yellow histograms show properties
of MS+MS, WD+MS, and WD+WD binaries. We only classify binaries as MS+MS, WD+MS, or WD+WD if both components have a Ggp — Ggrp color. A

majority of binaries with separation 6 < 2 arcsec do not have Gaia colors for a least one component and are therefore not classified; this accounts for most of

the difference between the black and gray histograms (see also Table 1).
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Figure 9. Magnitude difference between the two stars in chance alignments
(top) and bound wide binaries (bottom) as a function of angular separation.
The sign of AG is randomized. Chance alignments are selected following the
same procedure used for real binaries, but with the requirement that the two
stars’ parallaxes be inconsistent rather than consistent. The chance alignments
illustrate the contrast sensitivity of the Gaia eDR3

catalog: at close separations, pairs with large magnitude difference are not
detected. In the bottom panel, a narrow excess population of binaries with
AG = 0 is visible, which is absent in the top panel. This highlights the
excess population of equal-mass “twin” binaries.
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4.1 Twin binaries and contrast sensitivity

An excess population of equal-brightness (and presumably, equal-
mass) “twin” binaries is also found in the catalog. Its existence is
most obvious in the distribution of magnitude difference, AG, as a
function of separation, which is shown in Figure 9 and compared to
chance alignments. Unlike the chance alignment catalogs constructed
from the mock catalog and shifted catalogs (Section 3), these are
selected in the same way as true binaries, but with the requirement
that the parallaxes and proper motions of the two components be
inconsistent. For easier visualization of the distribution of magnitude
difference near AG = 0, the sign of AG is randomized. The top panel
illustrates the separation-dependent contrast sensitivity of the Gaia
eDR3 catalog: at close angular separations, sources with significantly
brighter companions are outshone. This leads to a contrast limit of
AG ~ 4mag at § = 1 arcsec and AG ~ 7mag at § = 2 arcsec. The
contrast limit at a given separation is not “sharp”, but is manifest
as a smooth drop in sensitivity with increasing AG (e.g. Brandeker
& Cataldi 2019).2 The contrast sensitivity is significantly improved
in the binary catalog produced in this work compared to the one
produced by ER18: that work required both components to have
relatively uncontaminated BP/RP colors and thus contained basically
no binaries closer than 2 arcsec.

The bottom panel of Figure 9 shows true binary candidates, in
which the two components do have consistent parallaxes and proper
motions. Unlike with the chance alignments, here there is an narrow
excess population with AG ~ 0. The extent and provenance of this
population was studied by El-Badry et al. (2019); here we simply note
that it is also clearly apparent in our catalog. Because the twin excess
is most prominent at close physical separations, it is somewhat more
obvious in our catalog, which extends to closer angular and physical
separations.

2 At very close separations (8 < 0.7 arcsec; not shown in Figure 9), the Gaia
eDR3 catalog contains only equal-brightness pairs (Lindegren et al. 2020b,
their Figure 6). The contrast sensitivity is relatively smooth at & > 1 arcsec.



4.2 Comparison to other catalogs

Figure 10 compares the distributions of projected physical separation,
angular separation, and distance of the catalog produced here to other
wide binary catalogs in the literature:

e The ER18 catalog (magenta) was produced from Gaia DR2
using a similar strategy to this work, but it was limited to binaries
within 200 pc (@ > 5mas) and used more stringent cuts on both
photometric and astrometric quality and SNR. In order to maintain
high purity, it only contains binary candidates with s < 50, 000 au.

e Tian et al. (2020) expanded the ER18 search strategy to a larger
volume (4 kpc) and used less stringent quality cuts, while still using
Gaia DR2 data. Unlike this work, which uses a cut of @w /o > 5
for both components, they required @ /o & > 20 for the primary and
w/og > 2 for the secondary. This results in somewhat different
contamination properties and completeness. They also searched out
to s = 1 pc. In addition to to their full catalog of all candidates, Tian
et al. (2020) published 3 smaller catalogs with high purity, which are
not shown in Figure 10.

e Hartman & Lépine (2020) did not use a strict distance cut,
but limited their search to high-proper-motion pairs with u >
40masyr~!. This preferentially selects nearby stars, since proper
motion is inversely proportional to distance at fixed transverse veloc-
ity. For a “typical” tangential velocity of v, = 35km s71, their proper
motion cut corresponds to d < 185 pc. However, stars on halo-like or-
bits with larger tangential velocities are included to larger distances;
e.g., a binary with v; = 200km s~ will have u > 40 mas yr‘1 out
to a distance of 1.05 kpc. Rather than employing strict cuts on paral-
lax and proper motion consistency, Hartman & Lépine (2020) used
empirical estimates of the chance alignment rate as a function of
position and proper motion difference from a shifted catalog (sim-
ilar to our approach in Section 3) to distinguish true binaries from
chance alignments. Their approach has the advantage of not requir-
ing specific cuts in parallax or proper motion difference, which are
always somewhat arbitrary. A disadvantage is that it does not account
for the heteroskedasticity of parallax and proper motion uncertain-
ties — i.e., the chance alignment probability is higher for pairs with
large astrometric uncertainties, and this is not accounted for in their
analysis.

One difference between the catalog produced in this work and
the other catalogs is obvious in Figure 10: our sample extends to
smaller angular separations, and thus also physical separations. This
is partly a result of the improved angular resolution of Gaia eDR3
(e.g., Fabricius et al. 2020) but is primarily due to a change in search
strategy. ER18 and Tian et al. (2020) required both components of
candidate binaries to have Ggp — Grp colors and to pass photometric
quality cuts related to the bp_rp_excess_factor reported in Gaia
DR2 (Evans et al. 2018). This set a soft resolution limit of ~ 2 arcsec,
with a wider effective limit for pairs with large brightness contrast.
We do not require colors or employ a photometric quality cut in
this work; this adds an additional ~400,000 binary candidates to the
sample that would be excluded if we did (Table 1).

Both the catalog produced in this work and the one from Tian et al.
(2020) become dominated by chance alignments at s > 30, 000 au.
The “high bound probability” subset of our catalog does not, but
its separation distribution falls off steeply at wide separations. This
decline at wide separations is steeper than that of the intrinsic sep-
aration distribution, since a decreasing fraction of binaries at wide
separations can be identified as bound with high confidence. This can
be seen in comparing the red separation distribution to the magenta
one from ERI18, which tracks the intrinsic separation distribution
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over 5000 < s/au < 50, 000. The separation distribution from Hart-
man & Lépine (2020) has a similar logarithmic slope to the one from
ER18 in this separation range and likely tracks the intrinsic separation
distribution out to wider separations. At the very widest separations
represented in that catalog (5+ pc, exceeding the local Jacobi radius
and corresponding to an orbital period of about a Gyr), it is unlikely
that pairs are actually bound. This may reflect the fact that the search
strategy employed by Hartman & Lépine (2020) is sensitive to any
pairs that are closer in phase space than chance alignments from the
shifted catalog, without explicit consideration of the expected orbital
velocities. That is, their search does not distinguish between bound
binaries, moving groups, or stellar streams.

In terms of absolute numbers, the catalog represents a factor of
~ 4 increase in the number of high-confidence binaries over the one
from Tian et al. (2020). To our knowledge, it is the largest published
catalog of high-confidence binaries of any type. The sample could
likely be expanded by a further factor of a few by loosening the
distance and parallax uncertainty limits, or dropping the parallax cut
entirely, while focusing on close angular separations (e.g. Dhital et al.
2015). However, the cuts we use in this paper provide a reasonable
compromise between sample size, purity, and data quality.

A wide binary catalog based on Gaia eDR3 was also produced by
Gaia Collaboration et al. (2020b), which contains pairs within 100
pc. It is not shown in Figure 10, but we find that within 100 pc, it is
almost identical to ours.

4.3 Space density

Figure 11 compares the separation distributions of binaries in differ-
ent (cumulative) distance bins. We scale these by the effective stellar
volume corresponding to the distance cut, i.e., by a factor propor-
tional to the total number of stars expected in each distance sample.
Were it not for the finite scale height of the Galactic disk, this factor
would simply be the search volume V = 47rd,3nax/ 3, where dmax 1s
the distance limit. We approximate the total stellar density within
our search volume as a plane-parallel exponential distribution with
the Sun at the midplane and a scale height 4, = 300 pc (Juri¢ et al.
2008). We then define an effective volume V, which represents the
number of stars in a sphere of radius dmax divided by the stellar
density at the disk midplane:

~ dm:lx
V= 27r/ e"2/hs (drznax - 22) dz )
0

=2 [2/12 (e_dma’(/hz - 1) + 2]’12dmaxe_dmax/hZ + hzdrznax .
(10)

As expected, this expression asymptotes to 47rd,3mIX /3 in the limit of
dmax < h;. In Figure 11, the separation distributions for each value
of dax are divided by the appropriate value of V.

Dashed vertical lines in Figure 11 mark a separation of syeg fimit =
(2 arcsec) X dmax - At separations s < Syes Jimit- incompleteness due to
the Gaia eDR3 angular resolution starts to become severe. The figure
shows that for dmax < 200 pc, incompleteness is due primarily to the
angular resolution limit: at s > Speq 1imit» the separation distributions
in different distance bins overlap. However, for dmax = 500 pc or 1000
pc, the catalog contains fewer binaries per effective volume than at
closer distances, even at s > Sy [imit- Lhis reflects the fact that at
sufficiently large distances, some binaries will have components that
are too faint to pass the parallax_over_error > 5 limit, or to be
detected at all. At d = 200 pc, parallax_over_error > 5 implies
0w < lmas. This is satisfied by most sources with G < 20.5

(Lindegren et al. 2020b), corresponding to Mg = 14.0, near the
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Figure 10. Comparison of the catalog produced in this work (black and red histograms) to the wide binary catalogs published by ER18, Tian et al. (2020),
and Hartman & Lépine (2020), all of which are based on Gaia DR2 data. This catalog expands the one produced by Tian et al. (2020) by a factor of ~ 4. The
full catalog (black) has lower purity than the El-Badry & Rix (2018) and Hartman & Lépine (2020) catalogs at wide separations. The subset with high bound
probability (red) maintains high purity at wide separations, but does not purport to trace the intrinsic separation distribution there.
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Figure 11. Midplane number density of binaries in different cumulative dis-
tance bins. Vertical lines mark # = 2arcsec at the distance limit of each
bin, roughly the angular separation at which incompleteness due to blend-
ing becomes significant. At all distances, the turnover at close separations is
driven primarily by the resolution limit, but the 15 and 25 pc samples show
a relatively flat separation distribution below a few hundred au. Beyond 200
pc, there is significant incompleteness due to stars being too faint to pass our
fractional parallax error threshold — i.e., the calculated number densities are
lower than in the nearby samples even at wide separations, where blending
should not be important.

bottom of the main sequence (e.g. Figure 8). That is, the sample
is expected to be almost complete for dmax = 200 pc, except for
crowding/blending effects at close separations. On the other hand,
at d = 1kpc, parallax_over_error > 5 implies 0 < 0.2 mas,
G 5 18.8, and M5 < 8.8, meaning that most of the lower main
sequence will be excluded.

All of the separation distributions in Figure 11 increase to-
ward smaller separations at s > Speglimit, DUt the distributions for
dmax = 15pc and dmax = 25 pc are similar and do appear to flat-
ten above the resolution limit, at s ~ 30 au. For a typical binary in
the catalog with total mass 1 Mg, this corresponds to a period of
order 200 years, which is indeed near the peak of the approximately
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lognormal separation distribution for solar-type binaries (Raghavan
et al. 2010). We caution that effects of astrometric acceleration also
become important in this regime (Section 6.3), potentially leading to
spurious parallaxes and preventing pairs from being recognized as
binaries by our search.

Integrating over separation, the distributions in Figure 11 imply a
total space density of (0.006+0.001) wide binaries with s > 30 au per
cubic parsec in the solar neighborhood. For context, the space density
of all unresolved Gaia eDR3 sources in the solar neighborhood is
0.07 pc~3 (Gaia Collaboration et al. 2020b), about 10 times higher.
When all members of multiple systems are counted individually, the
total stellar space density in the solar neighborhood is about 0.10 pc =3
(e.g. Winters et al. 2020).

4.4 Orbital velocities from proper motion differences

Precise parallaxes and proper motions make it possible to estimate
orbital velocities (projected onto the plane of the sky) from the proper
motion difference between the two stars. The plane-of-the sky veloc-
ity difference AV can be calculated as

A .
AV = 4.74kms ™! x [—2K (ﬂ) .
masyr—! | \mas

Here Ay is the scalar proper motion difference (Equation 4), and @
is the parallax of the binary, for which we take the parallax of the
brighter component. The corresponding uncertainty is

2
A 2 [oa

OAY = 4.74kms71\}%0'12H + iﬁ"
@ w

with op, calculated from Equation 5, Au and o5, in mas yr~!, and
@ and 0 in mas. We implicitly assume here that the two stars have
the same parallax. Equation 12 is almost always dominated by the first
term under the radical; i.e., parallax errors dominate over proper mo-
tion errors. The median value of oay for all high-confidence binaries
in the catalog is 0.33kms™!; 195,601 have ooy < 0.1kms™!.
Figure 12 explores the AV values of binary candidates in the
catalog, and the effects of the AV cuts we employ on its purity and
completeness. The upper left panel shows all pairs from our initial
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12)



all candidates

13

A million binaries from Gaia

candidates; high bound probability

oay<0.1kms™!; AV<5kms™!

T o0 3 3 ;
wn
=,
5
10" F 1k 1k .
————— AV, 1 i
1 1 1 L 1 1 1 1 1 1 1 1 1
chance alingments; oay<0.1kms™'; AV<5kms™! chance alignments (all) chance alignments; high bound probability
in 10° F 1 F 1 F E
wn ]
=, 1
5
10" F 1k 1 1
ol 1l ul 1l ol ul 1l 1l ol Ll 1l sl
10? 10° 10* 10° 10? 10 10* 10° 10? 10° 10* 10°
s/au s/au s/au

Figure 12. Upper left: plane-of-the sky velocity difference between the components of wide binary candidates selected with AV < 5kms™' and oy <
0.1kms~!. Dashed red line shows the maximum expected velocity difference for a binary with total mass 5M¢, (Equation 7). Binary candidates in our catalog
(top center) are required to be consistent, within 2 o, with falling below this line, but pairs with large proper motion uncertainties can scatter well above it. The
clouds of points at large separation and AV are chance alignments; bottom panels show chance alignments from the shifted catalogs for the same selection.
Points at large separation and AV are excluded by the requirement of high bound probability (R < 0.1; upper right). In the upper left panel, there is a population
of triples and higher-order multiples above the dashed line, with no corresponding population in the shifted catalog (lower left). These have increased AV due
to the gravitational effects of an unresolved close companion. They are generally gravitationally bound, but are excluded from our primary catalog.

query that have s < 1pc, consistent parallaxes, AV < 5Skm s
and oay < 0.1. Note that the cut of AV < 5kms~! is generally
less strict than the one we adopt in constructing our primary catalog
(Equation 3), which is equivalent to AV < AV, +20 Ay, wWith AV,
given by Equation 7.

In the upper left panel, there is a clear ridgeline of binaries with
AV ~ s71/2 a5 expected from Kepler’s laws. This population largely
falls below AV, (dashed red line) because most of the binaries in
the catalog have total masses less than 5M. There is not, however,
a sharp drop-off at AV > AV,. The population with AV > AV,
likely consists primarily of triples and higher-order multiples, in
which the plane-of-the-sky velocity of one component is affected by
a close, unresolved companion (e.g. Clarke 2020; Belokurov et al.
2020). It is also possible that some of these pairs are moving groups
that are not actually bound but remain close in phase space (e.g.
Pittordis & Sutherland 2019; Coronado et al. 2020); however, we find
that the population exists even among binaries on halo-like orbits,
favoring multiplicity as the primary explanation for it. We also find
that most pairs with AV > AV, have unusually large ruwe3 for at

3 ruwe, the re-normalised unit-weight error, is a measure of astrometric

goodness-of-fit that corrects for global trends in the other reported goodness-

least one component (Figure 13), suggesting that these components
are unresolved binaries (e.g. Belokurov et al. 2020).

A large fraction of these unresolved triples and higher-order mul-
tiples are excluded from our actual catalog by the requirement of
AV < AVyy, + 20y rather than e.g., AV < 5km s~!; this should
be kept in mind when using the catalog for applications involving
higher-order multiplicity. We do not use a constant AV cut (e.g.
AV < 5kms™1) in constructing the full catalog because this would
result in a much higher contamination rate from chance alignments.
For 5,000 < s/au < 10,000, 22% of pairs with AV < 5km s~! and
oay < 0.1km s~! are excluded from the catalog by Equation 3. If
we assume that large AV values are due mainly to subsystems, this
implies that about 12% of wide binary components in this separation
range have an unresolved subsystem that imparts a large enough pho-
tocenter perturbation to significantly increase AV. This corresponds
to a subsystem separation range of ~ 1 — 100 au, since photocenter
wobbles will average out over the 34-month Gaia eDR3 baseline
at closer separations, and the subsystem-induced AV will be small
at wider separations. About 25% of wide binary components have
a subsystem in this separation range (Tokovinin & Smekhov 2002;

of-fit indicators with magnitude and color. Values above about 1.4 indicate
potential problems.

MNRAS 000, 1-26 (2021)
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Figure 13. Binary candidates from the upper left panel of Figure 12, now
colored by the maximum ruwe of the two components. Most pairs with
AV > AVgy and s < 10° au (those labeled “triples” in Figure 12) have
ruwe > 1.4 for at least one component, in most cases because that component
is an unresolved binary. At s < 500 au, most pairs have large ruwe due to
centroiding errors at close angular separations (see also Figure 18).

Tokovinin et al. 2010), so it is quite plausible that the large-AV pairs
are mostly unresolved triples and higher-order multiples.

The clouds of points at large separation and AV in Figure 12
are chance alignments. These are primarily pairs with large oay;
otherwise they would be excluded by the requirement of AV <
AVop, + 20Ay - The bottom panels show the distribution of chance
alignments from the shifted catalog (Section 3). These are distributed
similarly to the large-separation cloud among binary candidates. No
chance-alignment cloud is visible in the binary candidates with high
bound probability (upper right), but a few chance alignments do
scatter into the bound binary cloud, mostly at AV > AV, (lower
right).

We note that the interpretation of AV calculated from Equation 11
as a physical velocity difference between the two components of a
binary breaks down at large angular separations, where projection
effects become important (e.g. El-Badry 2019). Indeed, two stars in
an ultra-wide binary can have identical space velocities but substan-
tially different plane-of-the-sky proper motions. The magnitude of
the apparent proper motion difference depends primarily on angular
separation and is therefore largest for nearby binaries, which are also
the binaries with the smallest oay . For the sample shown in the
upper left panel of Figure 12, projection effects become important
beyond about 20,000 au, which is — perhaps not coincidentally — the
separation beyond which the trend of AV ~ 5712 appears to flatten.
These projections effects can be corrected if the RVs of at least one
component are known (El-Badry 2019).

4.5 Cross-match with LAMOST

We cross-matched the binary catalog with the LAMOST survey (Cui
etal. 2012, DR6 v2), the currently most extensive spectroscopic sur-
vey providing stellar parameters and abundances. We began with the
LAMOST low-resolution “A, F, G and K Star” catalog, which con-
tains atmospheric parameters and metallicities for 5,773,552 spectra
(including some duplicate observations). We cross-matched the cat-

MNRAS 000, 1-26 (2021)

alog with Gaia eDR3 using the CDS Xmatch service,* which uses
Gaia proper motions to propagate source positions to epoch J2000.
We matched each LAMOST observation to the nearest Gaia source
within 1 arcsec. For sources with more than one LAMOST observa-
tion, we retained only the observation with the highest g—band SNR.
This left us with LAMOST data for 4,306,131 sources, which we
then matched to our catalog using Gaia source ids.

This yielded 91,477 binaries in which at least one component has
a LAMOST spectrum. This sample will be useful for a variety of
applications, such as studying the dependence of the binary fraction
on metallicity (e.g. El-Badry & Rix 2019; Hwang et al. 2020). Here,
we focus on a subset of the cross-match: those binaries in which both
components have a LAMOST spectrum, and the angular separation
is at least 3 arcseconds. The latter cut is to avoid cases where both
stars fall inside a single fiber, leading to potentially biased stellar
parameters and abundances (e.g. El-Badry et al. 2018). The RVs of
these binaries can be used to verify whether most binary candidates
are bound. This test is similar to that shown in Figure 6 with Gaia
RVs, but LAMOST spectra extend to fainter magnitudes than RVs
from Gaia, which are currently only available at G < 13.

Figure 14 compares the LAMOSTs RVs and metallicities (i.e.,
[Fe/H]) of the components of these binaries. These are generally
expected to be consistent for genuine wide binaries. The RVs for
most binaries do indeed fall close to the one-to-one line, but there
are some outliers: 91 of the 2840 binaries in the sample have RVs
that are more than 3-sigma discrepant. A potential worry is that these
pairs are not binaries at all, but chance alignments. To assess whether
this is likely to be the case, we plot the separation distribution of the
discrepant pairs in the bottom right panel of Figure 14. This shows
that the separation distribution of pairs with large RV differences
is similar to that of all pairs. Chance alignments are much more
common at wide separations (Figure 4), so if chance alignments were
the root of the discrepant RVs, one would expect these pairs to be
clustered at large separations. The primary reason for the discrepant
RVs is likely again higher-order multiplicity. This is likely to affect
the LAMOST RVs more than it does those from Gaia (Figure 6),
because the LAMOST RVs and their uncertainties are based on a
single epoch. Unresolved short-period binaries are usually filtered
out of the Gaia RV sample we consider, because ogy for that sample
is calculated from the epoch-to-epoch RV dispersion, and we required
ory < 10kms™! for both components.

The lower left panel of Figure 14 shows the distribution of
uncertainty-normalized RV difference between the two components

of binaries; i.e., ARV /oary = (RV] —=RVj) / o-év’l + O'I%V’Z. The
median opry for this sample is 7kms™!, which is larger than the
typical ~ 1 kms™! orbital velocity for these binaries, so we expect the
width of the main distribution to be dominated by measurement un-
certainties, with the tails dominated by higher-order multiples. If the
reported oRy values are accurate, ARV/oary should be distributed
as a Gaussian with o0 ~ 1, with some outliers at higher velocity
difference. The distribution is indeed approximately Gaussian, but it
is narrower than o = 1; the bulk of the distribution is better approxi-
mated by o ~ 0.7. This suggests that the LAMOST RV uncertainties
are typically overestimated by ~ 30%.

The distribution of uncertainty-normalized [Fe/H] differences tells
a different story. It is not well-described by a single Gaussian, but
has a narrow component with o < 1, and broad, asymmetric tails.
This suggests that oge/y) values are considerably underestimated

4 http://cdsxmatch.u-strasbg.ft/
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Figure 14. High-confidence binaries in which both components were observed by the LAMOST survey. We only include pairs with angular separation 6 > 3
arcsec to avoid blending. Top left and center: comparison of the RV's and metallicities ([Fe/H]) of the primary (x-axis) and secondary (y-axis). In most binaries,
the two components have very similar RV and [Fe/H], as expected. There is evidence of a systematic bias toward lower [Fe/H] for fainter targets. Upper right: G
magnitudes of both components. This sample includes fainter stars than the Gaia RVS sample. Bottom left and center: distributions of uncertainty-normalized RV
and [Fe/H] difference, compared to Gaussians with the listed o-. These suggest that the LAMOST RV uncertainties are overestimated by ~ 30% on average, while
[Fe/H] uncertainties are underestimated and subject to temperature systematics. Bottom right: separation distributions. Pairs in which RVs are not consistent
within 30 are shown in red. If these pairs were chance-alignments, one would expect them to be concentrated at the widest separations. They are not, suggesting
that they are either higher-order multiples with the RV of one component biased by an unresolved close companion, or pairs in which one component has a

catastrophically wrong RV.

for a significant fraction of the catalog. We find (not shown in the
figure) that the distribution becomes narrower and more Gaussian
when we only consider binaries in which the two components have
similar magnitude and effective temperature. This suggests that the
larger-than-expected metallicity differences are due primarily to tem-
perature systematics in the abundance pipeline. This is particularly
evident in the upper middle panel of Figure 14, which shows that
the secondaries (which have lower T.¢) systematically have lower re-
ported [Fe/H]. It is of course possible that some binaries really have
inconsistent surface abundances, but work with higher-quality spec-
tra than those which underlie the LAMOST metallicities suggests
such abundance anomalies are rare (Hawkins et al. 2020).

Many of the binaries in our catalog were also observed by other
spectroscopic surveys. We defer analysis of these data to future work,
but comment that the type of analysis shown in Figure 14 will be
useful in calibrating the abundances derived by surveys (and their
uncertainties). For example, an earlier version of our binary catalog
constructed from Gaia DR2 was recently fruitfully used by Buder

et al. (2020) to assess the reliability of abundances derived by the
GALAH survey.

5 CALIBRATING GAIA DR3 PARALLAX UNCERTAINTIES

Because the two stars in a wide binary have very nearly the same
distance, our catalog provides a straightforward method of validating
the Gaia eDR3 parallax uncertainties. We do this by calculating the
uncertainty-normalized parallax difference between the two compo-

nents of each binary, Aw /oA = (@] — @) /| /0'123 Lt o

.2 just
as we did for the LAMOST RVs. In the limit of accurate parallax
uncertainties (and small differences in the true distance to the two
components), this quantity should be distributed as a Gaussian with
o = 1. If the reported parallax uncertainties are underestimated, one
expects a wider distribution, and possibly deviations from Gaussian-
ity.

Figure 15 shows distributions of Aw /oA 4 for binaries at a range
of angular separations and magnitudes. To isolate underestimated
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Figure 15. Distributions of uncertainty-normalized parallax difference between the two components of binaries, Aw /o pr = (@) — @2)/ a'fv
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Each panel shows a different bin of angular separation and magnitude, with both components falling in the quoted magnitude range. Because the two components
of a binary have essentially the same distance, this quantity would be expected to follow a Gaussian distribution with o = 1 (dotted lines) if the formal parallax
uncertainties were accurate. o > 1 points toward underestimated parallax uncertainties. Solid black lines show Gaussian fits, with o noted in the legends. At
all magnitudes, the best-fit o is larger at close separations, implying that o is more severely underestimated for sources with nearby companions. At fixed
separations, the fractional underestimate of o is larger for bright stars.
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random errors (as opposed to systematic shifts due to e.g. varia-
tions in the parallax zeropoint), we only show binaries in which both
components have magnitudes in the quoted range (corresponding to
a magnitude difference of AG < 1). This figure only shows high-
confidence binaries (R < 0.1) in which both components have ruwe
< 1.4, indicating an apparently well-behaved astrometric solution.
In this and all validation of the parallax errors, we exclude binaries
that are wide and nearby enough that their physical size might mea-
surably contribute to the parallax difference. Under the ansatz that
the projected physical separation s is comparable to the line-of-sight
distance difference and is much smaller than the distance, we ex-
pect the true parallax difference between the two stars to scale as
Awige ~ 1/d = 1/(s +d) ~ s/d?%, or

(2
A = —) . (13)

1 0
206265 " (arcsec) (mas
This quantity is negligible compared to o'p, for most binaries in
the catalog, but not for the nearest and widest binaries. We therefore
exclude all binaries in which A@iye /oA > 0.05.

Blue histograms in Figure 15 show the observed distributions. We
show 5 bins of G magnitude, each 1 mag wide, and 3 bins of angular
separation. At separations closer than 4 arcsec, the catalog contains
binaries with |Aw|/oA < 6; at wider separations, |Aw|/opay < 3
(Section 2). Also shown in Figure 15 are Gaussian fits to the data.
Because pairs with [A@|/opo < 3 (or 6) do not enter the cata-
log, it is necessary to account for this truncation of the distribution.
Particularly when parallax uncertainties are underestimated, simply
calculating the sample standard deviation would underestimate the
best-fit o-. We assume the observed values of Aw /oA are drawn
from a distribution defined as

_ (Aw/a'Am')z
20

Aexp[ ] |Aw /oAm| < b

0, |Aw [ope| > b

p(Aw/opg) = { (14)

where A = , erf is the error function, and b = 3 or

1
VZTr(rXerf(b/\Ea’)
6 is the sigma-threshold above which binaries are rejected. The log-
likelihood for a set of uncertainty-normalized parallax differences is
then

InL = Z Inp ((Aw/oaw)i) (15)

4

where the sum is calculated over all binaries in the set. For each
panel of Figure 15, we maximize Equation 15 to find the value of
o that best describes the truncated Gaussian. This is plotted with a
solid line, and the value of ¢~ is shown in the legend. For comparison,
we also plot a Gaussian with o = 1, the distribution expected in
the limit of accurate parallax uncertainties. To avoid having a few
outliers with strongly underestimated parallax uncertainties bias the
fits, we exclude binaries with |Aw@|/0A > 3 and set b = 3 in all
separation bins. The figure shows that the distributions of Aw /op &
are indeed approximately Gaussian, and the fits are reasonably good
representations of the data.

Two trends are clear in Figure 15: (a) at fixed apparent magnitude,
the width of the observed distributions increases at closer separations,
and (b) at fixed separation, their width increases toward brighter
magnitudes. That is, parallaxes are more strongly underestimated for
bright sources with close companions. This is illustrated more clearly
in Figure 16, in which black points with error bars show the best-fit
Gaussian o values for each bin of magnitude and angular separation,
considering only sources with ruwe < 1.4 for both components. At all
separations, parallaxes are most severely underestimated at G = 13.
This is likely related to the fact that the window class (i.e., the pixel
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sampling scheme around detected sources; see Rowell et al. 2020)
changes at G ~ 13. The largest 0 underestimate factors are also
accompanied by abrupt changes in the zeropoint (Lindegren et al.
2020a). For sources with G < 13, a 2D window is used and is fitted
with a point spread function. For G > 13, only the collapsed 1D
scan, which is fitted with a line spread function, is available. Sources
near G = 13 have a mix of 2D and 1D windows and are likely more
affected by any calibration issues.

Figure 16 also shows results for binaries in which at least one
component has ruwe > 1.4, indicative of a potentially problematic
astrometric solution. As expected, the best-fit o= values are signifi-
cantly larger for these binaries, at all separations and magnitudes.

A natural question is whether the broadened distributions of
uncertainty-normalized parallax difference could be a result of con-
tamination from chance alignments that are not actually bound, rather
than underestimated parallax uncertainties. This hypothesis can be
ruled out for two reasons. First, we can empirically estimate the
chance-alignment rate for different subsets of the catalog (e.g. Fig-
ures 3 and 4), and we find it to be extremely low for the samples
we use for parallax error validation. Second, our analysis suggests
that o is most severely underestimated for bright binaries at close
separations, and this is precisely the region of parameter space where
the chance alignment rate is lowest (e.g. Figure 4).

Besides ruwe, Gaia eDR3 contains other diagnostics of po-
tentially problematic astrometric fits. In particular, the parame-
ter ipd_gof_harmonic_amplitude quantifies how much the im-
age parameter determination goodness-of-fit varies with scan an-
gle; a large value is likely indicative of a marginally-resolved bi-
nary. The related ipd_frac_multi_peak diagnostic quantifies in
what fraction of scans multiple peaks are detected. Figure 17 sep-
arately plots the inferred o underestimate for sources in which
both components have ipd_gof_harmonic_amplitude < 0.1 and
ipd_frac_multi_peak < 10 (green), and those in which at least
one component fails one of these cuts (blue). These thresholds are
motivated by the experiments performed in Gaia Collaboration et al.
(2020Db). At all separations, the implied 0z underestimate is larger
for sources that do not pass one of the IPD cuts; the difference is
largest for bright pairs at close separations.

Figure 18 shows how the prevalence of problematic sources ac-
cording to the ruwe and IPD diagnostics depends on separation.
Considering all binaries in the catalog, we plot the fraction of pairs
at a given separation in which at least one component does not pass
the cut listed in the legend. At separations larger than a few arcsec-
onds, this fraction is ~ 10% for the ruwe cut, and ~ 3% for both
the IPD cuts. However, all three diagnostics of problematic solutions
increase steeply at 6 < 2 arcsec, with the fraction approaching unity
for the ruwe and ipd_frac_multi_peak cuts, and ~ 40% for the
ipd_gof_harmonic_amplitude cut. This is not unexpected: for
binaries at close separations, there will necessarily be two peaks in
the image. This will unavoidably lead to biases in the image param-
eter determination, particularly for sources with G > 13, where the
images are collapsed to 1D. There is also a danger of misattributing
some scans to the wrong component in close pairs, leading to prob-
lems in the astrometric solution. In some cases, poor astrometric fits
may also be due to astrometric acceleration (Section 6.3). Figures 16
and 17 show that the ruwe and IPD cuts are indeed useful for iden-
tifying sources with potentially problematic astrometric solutions.
However, they likely do not catch all problematic sources: parallax
uncertainties are underestimated somewhat even for sources that pass
all cuts, and by a larger factor at close separations.
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Figure 16. Fractional parallax uncertainty underestimate (i.e., the best-fit o in Figure 15) as a function of magnitude and separation. Black symbols show
binaries in which both components have ruwe < 1.4; red symbols show those in which at least on component has ruwe > 1.4, indicating a potentially problematic
astrometric solution. From left to right, panels show increasing angular separation. As expected, sources with ruwe > 1.4 have larger 0 underestimates
at all magnitudes and separations. Sources with ruwe < 1.4 have more severe underestimates of 0 at close separations and for bright stars, particularly at
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Figure 17. Fractional parallax uncertainty underestimate (i.e., the best-fit o reported in Figure 15) as a function of magnitude. All binaries considered have ruwe
< 1.4 for both components. Green points additionally have ipd_gof_harmonic_amplitude < 0.1 and ipd_frac_multi_peak < 10 for both components;
blue points have at least one component that does not pass these cuts. Sources that do not pass the IPD cuts have more strongly underestimated uncertainties at

all separations and magnitudes.

5.1 Comparison to Gaia DR2

Figure 19 compares the inferred underestimate factor of o for DR2
and eDR3 astrometry. We attempt to match all the binary candidates
in the catalog with Gaia DR2 using the dr2_neighbourhood cat-
alog in the Gaia archive. For each component of each binary, we
identify the likely corresponding DR2 source as the source within
100 mas that has the smallest magnitude difference compared to DR3.
There are 1,894 primaries and 15,274 secondaries in the catalog for
which no corresponding DR2 source could be identified. There are
also 17,514 primaries and 62,424 secondaries for which there is a
corresponding source in DR2 that only has a 2-parameter solution.
Still, 96% of candidates have a corresponding DR2 source with a
5-parameter solution for both components. Figure 19 considers the
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subset of these binaries in which both components have ruwe < 1.4
in both DR2 and eDR3.

Overall trends with magnitude and separation are similar in DR2
and DR3. At G > 13, the inferred 0 underestimates are smaller
in DR3 at all separations, though they are still modest in DR2. Even
at G ~ 19 and wide separations, where the inferred oz in DR3
are consistent with being accurate or very slightly overestimated,
those in DR2 are underestimated by ~ 5% on average. However, at
11 < G < 13, the DR3 uncertainties are overestimated more than
those in DR2. Given that the reported values of o4 decreased by a
factor of two on average between DR2 and DR3 in this magnitude
range, the DR3 parallaxes are still “better” on average than those
from DR2, but Figure 19 implies that the true gains are somewhat
more modest than those reported.
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Figure 18. Fraction of pairs in which at least one component fails the in-
dicated quality cut (larger values are indicative of a potentially problematic
astrometric solution). All three indicators are significantly enhanced within
0 < 2 arcsec.

This is shown explicitly in Figure 20, which shows the reported
and true (inferred) median o for DR2 and DR3 as a function of
apparent G— magnitude and angular separation. Dashed lines show
the median value of o in the sample, considering both primaries
and secondaries. Solid lines show the result of multiplying these
values by the appropriate factors from Figure 19. The corrected
median o4 values are at least 30% smaller in DR3 than in DR2 at
all magnitudes and separations. For bright stars (G < 13), the gains
are generally more than a factor of 2.

5.2 Parallax zeropoint corrections and 5-parameter vs
6-parameter solutions

The Gaia eDR3 parallax zeropoint is known to vary with apparent
magnitude, color, and ecliptic latitude. We do not attempt to account
for this variation when constructing the binary catalog. Because all
the sources in the catalog have @ > 1 mas, the effects of zeropoint
corrections, which are typically on the order of 0.02 mas, are mod-
est. Lindegren et al. (2020a) derived an empirical zeropoint for eDR3
using quasars, stars in the LMC, and binaries. Here we investigate
whether “correcting” the parallaxes using the prescriptions they pro-
vide can reduce the inferred o underestimate factors.

Figure 21 shows the inferred o underestimate factors with and
without the zeropoint correction. We also separately plot binaries in
which both components have a 5-parameter astrometric solution and
those in which both have a 6-parameter solution. Details about the
differences between 5- and 6-parameters solutions are discussed in
Lindegren et al. (2020b); 5-parameter solutions are generally more
reliable. Binaries with one 5- and one 6-parameter solution are ex-
cluded. At G < 18, most sources have 5-parameter solutions. The
exception is sources with a close companion (§ < 2 arcsec), which
usually lack both reliable colors and 5-parameter solutions.

At fixed separation and magnitude, the effects of applying the ze-
ropoint correction are encouraging but modest: for widely-separated
binaries with G ~ 13 and 5-parameter solutions, the inferred o un-
derestimate factor decreases from ~ 1.30 to 1.25. Improvements are
generally smaller at closer separations and for 6-parameter solutions.
The small effect is not unexpected: because the binaries we consider
all have small magnitude differences, the zeropoint corrections are
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similar for both components, and the parallax difference does not
change much when the correction is applied. At close separations,
where most stars have 6-parameter solutions, the underestimate fac-
tors are similar for 5- and 6-parameter solutions. This suggest that
the increased uncertainties at close separations are not primarily due
to the transition from 5- to 6-parameter solutions.

5.3 Color dependence

The parallax zeropoint is also known to depend somewhat on color,
likely due to the color-dependence of the PSF (Lindegren et al.
2020a,b). We therefore investigate how the o5 underestimate fac-
tors depend on color in Figure 22, where we separately consider
binaries in which both components are blue and those in which both
components are red. The color boundary we use, veg = 1.4 um™!,
corresponds to Ggp — Grp ~ 1.6, which is approximately the red
limit of the Gaia quasar sample. Figure 22 shows that for sources
with G > 16, the inferred 0 underestimates are somewhat larger
for red sources. We verified that there are not significant angular sep-
aration differences between the red and blue pairs at fixed magnitude,
so color is the most likely driving variable.

5.4 Fitting function to inflate o

We fit a function to our inferred o inflation factors as a function of
G magnitude, which can be used to empirically correct o values
reported for isolated sources. To derive a correction appropriate for
single sources with well-behaved astrometry, we consider binaries
with 6 > Sarcsec and ruwe < 1.4 for both components, and we
apply the zeropoint correction from Lindegren et al. (2020a) to both
components’ parallaxes. Because we observe a general decline in the
inflation factor with increasing G and a peak at G ~ 13 (Figure 23),
we fit a polynomial plus a Gaussian bump:

G - Go)?
f(G) =Aexp (b—ZO) +po+p1G +paG* (16)

We find A = 0.21, Gy = 12.65, b = 0.90, pg = 1.141, p1 = 0.0040,
and pp = —0.00062. This is also plotted in Figure 23. Multiplying
by f will — on average — correct reported 0 values for Gaia eDR3
and single-source solutions in DR3. The correction is appropriate
for sources with 7 < G < 21 that have ruwe < 1.4, have no compa-
rably bright sources within a few arcsec, and have already had their
parallaxes corrected by the zeropoint from Lindegren et al. (2020a).
The effects of having a close companion on o likely depend on the
brightness contrast and a variety of other factors; a rough estimate
of the magnitude of the inflation can be obtained from Figure 16-17.
The correction can be reasonably applied to both 5- and 6-parameter
astrometric solutions. We do not fit separate corrections for red and
blue sources, but we note that at the faint end, the inflation factors
are generally somewhat smaller for blue sources.

5.5 Angular correlations in parallaxes

The 04 inflation factors inferred in this work and predicted by Equa-
tion 16 should be interpreted as lower limits. Gaia eDR3 parallaxes
are subject to systematic trends on degree scales (and larger) due to
the scanning law (e.g. Fabricius et al. 2020; Lindegren et al. 2020b).
The angular separations of most of the binaries in the catalog are
significantly smaller than this (Figure 7), so the “local” parallax ze-
ropoint for the two stars is usually very similar. These local positional
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The rightmost panel is appropriate for single stars outside of crowded fields.

variations in the zeropoint are not accounted for in the correction from
Lindegren et al. (2020a) and also inflate the effective parallax uncer-
tainties. With a typical scale of about 10 pas, these may contribute
significantly to the uncertainties at G < 13.

A contemporaneous study by Zinn (2021) validated Gaia eDR3
parallaxes and their uncertainties using bright giants in the Kepler
field (9 < G < 13) with independent distance estimates from aster-
oseismology. They tested our parallax uncertainty inflation function
(Equation 16) and found it to perform well; i.e., no further uncertainty
inflation was required after it was applied. The angular size of the
Kepler field (~10 deg) is larger than the scale on which the strongest
angular correlations in Gaia eDR3 are manifest (e.g. Lindegren et al.
2020b, their Figure 14). This suggests that any additional uncer-
tainty inflation required due to angular correlations in the zeropoiont
is modest.
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5.6 Comparison to other work

The reliability of parallax uncertainties reported in Gaia eDR3 has
been investigated by several other works. Fabricius et al. (2020, their
Figure 19) used the dispersion in parallaxes reported for distant ob-
jects —quasars, stars in the LMC, and stars in dwarf spheroidal (dSph)
galaxies, which should all have negligible true parallaxes — to esti-
mate 0 inflation factors as a function of G magnitude. Their results
from quasars and dSph stars, which are only available at the faint end
(G 2 16) are broadly consistent with our results. In the LMC, they
infer inflation factors that are larger at fixed magnitude than our re-
sults at wide separations, or their results for quasars and dSph at the
same magnitude. This discrepancy is very likely a result of crowding:
the source density in the LMC is large enough that a significant frac-
tion of sources have another source within a few arcsec, and as we
have shown (e.g. Figure 19), sources with companions within a few
arcsec have more severely underestimated parallaxes. This likely also
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from Lindegren et al. (2020a). This is the o underestimate factor for typical
single sources with well-behaved astrometry. A fitting function (Equation 16)
is provided.

explains why Maiz Apelldniz et al. (2021) found somewhat larger un-
certainty inflation factors in globular clusters than we do with widely
separated binaries. In the Kepler field, Zinn (2021) found a mean
uncertainty estimate of (22+ 6)% for sources with 9 < G < 13 (with
most sources at the faint end of this range); this is consistent with our
results.

6 SUMMARY AND DISCUSSION

We have constructed a catalog of 1.2 million high-confidence, spa-
tially resolved wide binaries using Gaia eDR3 and have used them
to empirically validate the reported parallax uncertainties in Gaia
eDR3. Overall, the results are very encouraging: outside of crowded
regions (i.e., for stars with no comparably bright companion within a
few arcseconds), parallax uncertainties for sources with well-behaved
astrometric fits are underestimated by at most 30% (at G ~ 13), and
by considerably less at fainter magnitudes. Our main results are as
follows:

(i) : Catalog description: The full catalog contains 1.2 million
high-confidence binaries, including 15,982 WD+MS binaries and
1362 WD+WD binaries (Figures 7 and 8), and ~20,000 binaries
containing giants and subgiants. The binaries span a projected sep-
aration range of a few au to 1 pc, have heliocentric distance up to 1
kpc, and include both (kinematic) disk and halo binaries. All binaries
have reasonably precise astrometry, with @ /o > 5 for both com-
ponents. The full catalog of 1.8 million binary candidates become
dominated by chance alignments at s > 30, 000 au, but high-quality
subsets can be selected that are relatively pure out to separations as
large as 1pc (Figure 4). The catalog builds on previous efforts to
identify binaries using Gaia DR2, expanding the sample of known
high-confidence binaries by a factor of 4 (Figure 10). This increase in
sample size owes partly to the higher astrometric precision provided
by Gaia eDR3, and partly to improvements in the binary identifica-
tion and vetting strategy.

(i) : Quantifying and controlling chance alignments: We esti-
mate the contamination rate from chance alignments using two ap-
proaches: a mock catalog that does not contain any true binaries,
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and a version of the Gaia catalog in which stars have been artifi-
cially shifted from their true positions, removing real binaries but
preserving chance-alignment statistics (Figure 3). Both approaches
show that the full catalog has high purity at s < 10,000 but becomes
dominated by chance alignments at s > 30, 000 au. Using the shifted
chance alignment catalog, we show how one can select subsamples
that have lower contamination rates, including some that are pure
out to 1 pc (Figure 4). We also include in the catalog an estimate of
the probability that each binary candidate is a chance alignment; this
is constructed empirically from the distribution of known chance
alignments in a seven-dimensional space of observables (Figure 5
and Appendix A). We use radial velocities from Gaia (Figure 6) and
LAMOST (Figure 14) to validate these probabilities.

(iii) Orbital velocities: The high-precision of Gaia astrometry
makes obvious the plane-of-the-sky velocity difference of the com-
ponents of binaries due to orbital motion (Figure 12). About 200,000
binaries in the catalog have sufficiently accurate astrometry that the
plane-of-the-sky velocity difference between the components can be
measured with accuracy oay < 100ms~!. A Keplerian decline in
the velocity difference, AV « s~1/2_is visible out to s ~ 20,000 au,
where projection effects become important. The requirement of
proper motions consistent with Keplerian orbits excludes a signif-
icant fraction of hierarchical triples and higher-order multiples from
the catalog (Figure 13).

(iv) Validation of Gaia DR3 parallax uncertainties: We use the
sample of high-confidence binaries to validate the published parallax
uncertainties included in Gaia eDR3. This analysis makes use of the
fact that the two stars in a binary have essentially the same distance
and thus should generally have reported parallaxes that are consis-
tent within their uncertainties (Figure 15). We find that the published
uncertainties are accurate for faint stars (G > 18) that have well-
behaved astrometric solutions and do not have a companion within a
few arcseconds (Figure 16). They are underestimated somewhat for
brighter stars, particularly in the range of 11 < G < 13, where the
published uncertainties should be multiplied by a factor of 1.3 on av-
erage. The degree to which uncertainties are underestimated is larger
for sources with large ruwe, ipd_gof_harmonic_amplitude, and
ipd_frac_multi_peak (Figure 16 and 17), and is larger for red
sources than blue sources (Figure 22). The reported parallax uncer-
tainties are generally more reliable in Gaia eDR3 than they were in
DR2, except at 11 < G < 13 (Figure 19). In an absolute sense, the
0« values improved by at least 30% from DR2 to eDR3, at all mag-
nitudes and separations (Figure 20). We provide an empirical fitting
function to correct reported o values (Figure 23).

Parallax uncertainties are underestimated more for binaries with
angular separations less than a few arcsecoonds. Sources with re-
solved close companions are more likely to have high ruwe and IPD
diagnostics related to binarity (Figure 18), but the underestimates of
o 1s enhanced at close separations even for pairs in which both
components have low ruwe and IPD flags. This is true both for
sources with 5- and 6-parameter solutions (Figure 21).

6.1 Scientific uses for the catalog

This paper was primarily concerned with assembling the wide binary
catalog. Here we note a few possible uses for the sample, which will
be pursued in future work.

e Calibrating stellar ages : A useful property of wide binaries
is that the two stars have basically the same total age, but can have
different evolutionary states. If the age of one component can be
constrained (e.g., because it is a WD, a subgiant, or a giant with as-



teroseismic mass constraints), that age constraint can be transferred
to the companion (e.g. Chanamé & Ramirez 2012; Fouesneau et al.
2019; Qiu et al. 2020). This in turn can be used to calibrate more
poorly-understood age indicators for MS stars, such as gyrochronol-
ogy, stellar activity, and X-ray luminosity (e.g. Soderblom 2010).

o The initial-final mass relation: The WD+WD sample will be
useful for constraining the initial-final mass relation (IFMR) for
WDs: the masses and cooling ages of both WDs can (often) be
well-constrained from photometry, and the IFMR can be constrained
by the fact that both WDs have the same total age (and presumably,
follow the same IFMR; e.g., Andrews et al. 2015). The subset of the
WD+MS sample in which the age of the non-WD component can
be constrained independently will also be useful for constraining the
IFMR (e.g. Catalén et al. 2008).

o WD masses from gravitational redshift: Because the WD and
MS star in a wide binary have essentially the same RV, the difference
in their apparent RVs is due primarily to the WD’s gravitational red-
shift (which is typically 20 — 100 km s~ !). This provides a useful way
of measuring WD mass that are essentially model-independent if the
distance is well-constrained (e.g. Koester 1987). Masses from grav-
itational redshift will be particularly useful for measuring the mass
distributions of WDs with rare spectral types and poorly-understood
formation histories, such as the “Q-branch" WDs revealed by the
Gaia CMD (Bergeron et al. 2019; Cheng et al. 2020).

o Abundances for WD progenitors: a MS companion provides a
window into the chemical abundances of a WD’s progenitor, which
are otherwise inaccessible. Among other applications, this provides
an avenue to compare the primordial and final abundances of disin-
tegrating planets around polluted WDs, which represent a significant
fraction of the WD population (Koester et al. 2014; Farihi 2016).

o Wide binary spin alignment: An open question in binary star for-
mation is how aligned the spins vectors of binaries are, and how this
varies with separation (e.g. Justesen & Albrecht 2020). Of particular
interest is whether the spins of excess “twin” binaries, which may
have formed in circumbinary disks, are more aligned than those of
non-twins at the same separation (El-Badry et al. 2019). Spin inclina-
tions can be measured by combining a spectroscopic measurement of
v sini with a rotation period measured from spots (which requires a
light curve) and a radius from parallax and temperature. About 6,000
of the high-confidence binaries in the catalog have both components
with G < 14 and angular separations 6 > 30 arcseconds. These
are ideal for follow-up study with TESS, because they are separated
widely enough that high-quality light curves are available for both
components separately. About 39,000 binaries in the catalog are in
the K2 fields, and 5,000 are in the Kepler field.

e Calibration of spectroscopic surveys: The surface abundances
of stars in wide binaries are generally very similar (e.g. Hawkins
et al. 2020). This enables diagnosis of systematics in the abundances
reported by surveys (e.g. Figure 14). Similar analyses can be done
with stars in clusters, but binaries are more abundant and populate
abundance space more densely than clusters.

e Dynamical probes: At separations wider than about 10,000 au,
wide binaries are susceptible to dynamical disruption through grav-
itational encounters with other stars, compact objects, or molecular
clouds (e.g. Weinberg et al. 1987). This makes the wide binary sep-
aration distribution a sensitive probe of the population of possible
perturbers (e.g. Yoo et al. 2004; Tian et al. 2020).

6.2 Constraining the parallax zeropoint with binaries

A further application of the Gaia binary sample, which we have
not explored in this work, is calibration of the parallax zeropoint.
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We have intentionally limited our analysis to binaries in which both
stars have almost the same magnitude, (and, because almost all the
stars are on the main sequence, the same color). This avoids com-
plication arising from the magnitude- and color-dependence of the
parallax zeropoint, which should be nearly the same for both stars.
If we were to consider binaries with substantially different primary
and secondary magnitudes, magnitude-dependence of the zeropoint
would be manifest as a shift in the mean signed parallax difference:
that is, the distributions in Figure 15 would no longer be centered on
zero. If the absolute zeropoint at a particular magnitude and color
can be pinned down from external data (e.g. quasars at the faint/blue
end), binaries then allow for determination of the zeropoint at all
other magnitudes and colors. Some analysis along these lines was
carried out by Lindegren et al. (2020a) and Fabricius et al. (2020).
A challenge to carrying out this type of calibration with our current
catalog is Lutz-Kelker bias (Lutz & Kelker 1973): because the fainter
secondaries have larger parallax errors, their parallaxes in our sample
will on average be overestimated more than those of the primaries.
Thatis, in the absence of any magnitude-dependence of the zeropoint,
the mean value of @w| — @y would be negative. This bias must be
eliminated or accounted for in order for reliable determination of the
zeropoint from binaries to be feasible. The most straightforward path
forward is likely to select binaries without explicit cuts on parallax.

6.3 Astrometric acceleration

We have shown that parallax uncertainties are more severely under-
estimated at close angular separations (e.g. Figure 16), and that a
larger fraction of close binaries have ruwe > 1.4 for at least one
component (Figure 18). Here we consider whether this is likely due
to actual astrometric acceleration, or other issues.

Whether orbital acceleration of a binary is detectable depends
on a variety of factors, including the eccentricity, orientation, and
phase of the orbit. Here we derive a crude estimate. We consider
a face-on circular orbit with M; + My = 1M and M| > My,
with an angular separation 6 viewed at a distance d. The semi-
major axis is a = 1 au X (d/pc) (6/arcsec), and the orbital period is
P =1yrx (d/pc)3/2 (9/arcsec)3/2, During the 34-month baseline
of Gaia DR3, the azimuthal angle swept out by the secondary is

¢ = 27 X ((34 months) /P) 17
= 0.018 radians x (d/(100pc)) /2 (8/arcsec) /2, (18)

where ¢ = 2 would signify a full orbit.

In the limit of small ¢, the total orbital motion that is perpendicular
to the instantaneous proper motion vector at the first observation is
P =~ %0(;52, from Taylor expanding x = 6 cos ¢. The total perpen-
dicular deviation from linear motion is thus

d \7( 6 \7?
~ 0.1 1
7.~ 0.16 mas x (IOOpc) (arcsec) (19

d K -2
~ 0.1 . 2
0 6masx(100pc)(100au) (20)

The deviation from the best-fit single-star orbit will likely be a factor
of a few smaller than this.

To determine whether orbital acceleration is plausibly detectable,
this quantity can be compared to the typical astrometric precision
(e.g. Figure 20). At the typical distance of binaries in the catalog,
d ~ 500 pc, the predicted deviation for 6 = 1 arcsec is on the order
of 0.001 mas, well below the sensitivity of Gaia eDR3. Astrometric
acceleration due to orbital motion is thus not expected to be detectable
for the large majority of binaries in our catalog, and it is therefore
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likely that the more strongly underestimated o at close separations
is primarily due to other issues, such as centroiding errors or some
scans being attributed to the wrong component.

Astrometric acceleration should, in principle, be non-negligible
for the nearest and closest binaries in the catalog. Considering only
binaries with s < 100 au, the median deviation predicted by Equa-
tion 20 is 0.3 mas, which is larger than o for the majority of that
sample. To investigate whether there is evidence of acceleration in
our sample at close separations, we compared the DR2 and eDR3
proper motions of both components, under the assumption that ac-
celeration should manifest as a change in mean proper motion from
epoch 2015.5 t0 2016.0 (e.g. Kervella et al. 2019). It is important to
note that the coordinate systems of DR2 and eDR3 are not identical.
An ad-hoc correction was applied to the eDR3 coordinate frame to
remove a ~0.1 masyr~! rotation that was present in the coordinate
system for bright stars in DR2 (Lindegren et al. 2020b). Properly
aligning the coordinate systems between the two releases is nontriv-
ial (e.g. Brandt 2018). For this reason, and because proper motion
uncertainties, like parallax uncertainties, are likely underestimated
somewhat, it is beyond the scope of our investigation to determine
which proper motion differences are significant. Instead, we simply
consider how the fraction of sources with proper motion differences
above an particular threshold depends on separation. We find that
the fraction of binaries with inconsistent proper motions for one or
both components is strongly enhanced at close angular separations,
as would be expected in the presence of accelerations. For the full
binary catalog, the fraction of pairs that have at least one component
with DR2 and eDR3 proper motions inconsistent within 30 is 18%
at 6 > 4 arcsec, but 50% at 8 < 1 arcsec, and 85% at 6 < 0.5 arcsec.

However, the fraction of sources with inconsistent proper motions
is significantly enhanced even at d > 500 pc, where Equation 20
suggests that any perpendicular acceleration should be negligible.
Indeed, at fixed magnitude, the fraction of sources with inconsistent
proper motions depends primarily on angular, not physical, sepa-
ration. This suggests spurious astrometry (due to bias in the image
parameter determination or source misidentification) for sources with
close companions is the primary cause for the apparent acceleration.
Although Equation 20 suggests that acceleration should often be de-
tectable in our sample at s < 50 au, the expected sensitivity is not
yet realized there due to problematic astrometry for barely-resolved
sources. The detectability of accelerations with Gaia was also inves-
tigated by Belokurov et al. (2020). They found that while ruwe is
often enhanced in close binaries, the enhancement can be reliably
tied to orbital motion only in the regime where a significant (order
unity) fraction of the orbit is covered by the Gaia time baseline.

7 CATALOG DESCRIPTION

The full binary catalog will be hosted at CDS. It can also be ac-
cessed at https://zenodo.org/record/4435257. All columns in the
gaiaedr3.gaia_source catalog are copied over for both com-
ponents. We also include the columns source_id, parallax,
parallax_error, pmra, pmdec, pmra_error, pmdec_error, and
ruwe from Gaia DR2 for both components; these have the prefix
dr2_.

Columns ending in “1”” and “2” refer to the primary and secondary
component, respectively. The primary is always the component with
the brighter G magnitude. We also include columns pairdistance
(angular separation 6, in degrees), sep_AU (projected separation s,
in au), R_chance_align (R; Equation 8), and binary_type (e.g.
MSMS, WDMS, etc.; see Table 1). The ordering in binary_type
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does not account for primary/secondary designations; i.e., all binaries
containing a WD and a MS star are designated WDMS, irrespective
of whether it is the WD or MS component that is brighter.

The shifted chance alignment catalog is also available. It contains
the same columns as the binary candidate catalog, except the Gaia
DR2 columns. Because one component of each pair has been shifted
from its true position in the gaia_source catalog, the ra and dec
columns in it do not match those reported in the gaia_source
catalog.
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APPENDIX A: CHANCE ALIGNMENT PROBABILITIES

We estimate the local density in parameter space of binary candidates
and known chance alignments from the shifted catalog using a Gaus-
sian kernel density estimate (KDE). The parameters (“features”) we
use are listed in Table A1. Most of them are described in Section 2.

We also add a measure of the local sky density, Xg. This represents
the number of sources per square degree that (a) pass the cuts of
our initial query (Section 2) and (b) are brighter than G = 18. We
calculate the value of X;g around every binary candidate, counting
the number of sources within 1 degree of the primary and dividing
by m. Values of Xig range from 280 toward the Galactic poles to
8700 toward the Galactic center. A significant fraction of the sources
toward the Galactic center are likely background stars that are not
actually within the 1 kpc search volume.

We rescale the features so that they have similar dynamic range.
This is accomplished by applying a few simple functions, which are
listed in the “scaled parameter” column of Table Al. The rescaled
parameters all have a dynamic range of about 4. We then calculate a
7-dimensional Gaussian KDE using a bandwidth o = 0.2.

The distance metric in this parameter space is somewhat ill-defined
due to the different units and distributions of the features. We nev-
ertheless proceed boldly, making no claim that the set of features,
rescalings, or the choice of kernel are optimal. Our choices are de-
signed to make the kernel (a) narrow enough that it does not smooth
over the sharpest features in the data, and (b) wide enough to prevent
density peaks around individual, discrete binaries (overfitting).

When calculating the KDE for the binary candidates, we use a
leave-10% out method wherein the density at the positions of 10% of
the binary candidates is evaluated using a KDE constructed from the
other 90%. To minimize discreteness noise in the chance-alignment
KDE, we produce 30 different realizations of the shifted chance
alignment catalog, shifting the declination of each star by a random
variable U (-0.5,0.5) degrees for each realization. We combine the
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realizations when calculating the KDE, and then divide the calculated
density by 30 to reflect the number of pairs in a single realization.

Figure A1 compares the distributions of shifted chance alignments,
all binary candidates, and candidates with R < 0.1, in the space of
features used for the KDE. It is clear that there are two modes in the
binary candidate distribution, only one of which has a corresponding
population in the chance alignment catalog. The clearest divisions
between chance-alignments and binaries are in the dimensions of
angular separation and proper motion difference (see also Figure 12),
but their distributions also differ in other features. For example, a
binary candidate is more likely to be genuine if the parallax errors
are small (low 0p o7 ), or if it is found in a region of low stellar density
(IOW 218)~

Figure A2 shows the ratio of the number of chance alignments
(from the shifted catalog) that have a given R value to the number of
binary candidates with similar R. If R is interpreted as the probability
that a candidate is a chance alignment, one would expect this ratio to
follow the one-to-one line. It does indeed fall close to the one-to-one
line (dashed) but with some deviations, likely due to over-smoothing
of the KDE. This figure suggests, for example, that about 6% of
binary candidates with R ~ 0.1 are chance alignments, implying that
chance alignment probabilities inferred when R is interpreted as a
probability are conservative.

A small fraction of binary candidates in the catalog have extremely
small R values; i.e., 0.5% have log(R) < —10, and 0.09% have
log(R) < —20. These are primarily at close separations, where the
chance alignment probability is indeed very low, but in this regime
the R values should not be interpreted as probabilities due to the
finite size of the shifted chance alignment catalog.

A1l Sources with spurious astrometry

A non-negligible fraction of sources in Gaia eDR3 have spurious as-
trometric solutions, meaning that they have large reported parallaxes
and small reported uncertainties, but the parallaxes are significantly
in error. The types of problems that can cause spurious solutions
— typically crowding and marginally resolved sources — are gener-
ally equally likely to produce positive and negative parallaxes. The
impact of spurious sources on our sample can thus be assessed by
considering sources with significant negative parallaxes.

To this end, we repeat our initial ADQL query (Section 2) but re-
quire parallax < -1 and parallax_over_error < -5. This yields
2,877,625 sources, implying that about 4.5% of the sources returned
by the initial query have spurious solutions. We add the sources to
our initial sample, treating their parallaxes as if they were positive.
We then repeat the neighbor-counting procedure described in Sec-
tion 2.1 for these sources, again removing objects with more than 30
neighbors. Of the 2,877,625 known spurious sources, only 380,379
(13%) survive this cut. That is, spurious sources are overwhelmingly
found in regions of high source density, and a majority of them are
removed by the first pass of cleaning.

We then carried out the full catalog construction procedure, now
operating on an input sample that includes the initially selected
sources as well as the known spurious sources with negative par-
allaxes, where the sign of the parallax is inverted for the known
spurious sources. This yielded 15,852 candidate pairs in which one
component is from the spurious sample. As expected, these pairs
are concentrated at large separations; only 187 (593) have projected
separations s < 10,000 au (s < 30,000 au). Finally, we repeat the
calculation of R on the candidates in which at least on component is
known to be spurious, yielding 133 pairs with R < 0.1. This implies

MNRAS 000, 1-26 (2021)

that about 1 in 10,000 binary candidates with R < 0.1 contains a
source with a spurious parallax as defined here.

This paper has been typeset from a TEX/I&TEX file prepared by the author.
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Parameter units scaled parameter (1,99)% range  scaled (1,99)% range  Description

(4 arcsec log 6 (0.7, 607) (-0.16, 2.78) angular separation

@ mas 4/ @ (1.02, 10.7) (0.37, 3.93) parallax (primary)

OAw mas 40A (0.02,0.74) (0.08, 2.96) parallax difference error

218 deg‘2 4log (Z18) (345, 2790) (10.15, 13.78) G < 18 local source density
Vil kms~! vy,1/50 (3.4, 121) (0.07,2.43) tangential velocity (primary)
Aw | OAg - Aw |/ oprs (-3.24, 3.30) (0.02, 3.95) normalized parallax difference
(Apt = Atorvic) [ oA — 2erf [(Ap = Aptoric) /o ay ] (-88,1.97) (-2, 1.99) scaled proper motion difference

Table Al. Features used by our Gaussian KDE in computing the local density of binaries and chance alignments. The feature vector is the “scaled parameter”
column, in which all variables have been rescaled to have comparable dynamic range. We list the middle-98% ranges of both the raw and scaled parameters.
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Figure A1l. Parameter distribution of chance alignments from the shifted catalog (black), binary candidates (red), and high-confidence binary candidates with
R < 0.1 (section 3.2; cyan). Compared to chance alignments, the high-probability binaries have smaller angular separations, closer distances, larger parallax
uncertainties, higher local source densities, larger tangential velocities, and more consistent parallaxes and proper motions.
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Figure A2. R is the ratio of the local “density” of chance-alignments from
the shifted catalog to that of binary candidates (Equation 8). We compute
R for binary candidates and for chance alignments from a realization of the
shifted catalog. We then plot the ratio of the number of pairs in the chance
alignment catalog that have a given R value to pairs in the binary candidate
catalog with the same R value. Dashed line shows a one-to-one relation for
comparison.
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